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Abstract

Retrieval-augmented generation (RAG) has shown great promise for knowledge-
intensive tasks and recently advanced with agentic RAG, where language agents
engage in multi-round interactions with external knowledge sources for adaptive
information retrieval. However, existing agentic RAG methods often depend on
ad-hoc prompt engineering and lack a unified optimization framework. We in-
troduce RAG-Gym, a comprehensive platform that systematically explores three
optimization dimensions: (1) prompt engineering, (2) actor tuning, and (3) critic
training. For prompt engineering, we propose Re2Search, a novel agent incorporat-
ing reasoning reflection that significantly outperforms standard prompts. In actor
tuning, we evaluate three popular post-training algorithms with fine-grained process
supervision and identify direct preference optimization as the most effective. We
further demonstrate that a trained critic can enhance inference by selecting higher-
quality intermediate reasoning steps. Together, these findings lead to the optimized
Re2Search++ agent, which surpasses most recent methods like Search-R1 by a
relative increase of 3.2% to 11.6% in average F1. Finally, we examine the impact
of different reward sources and analyze scaling properties in training and inference,
offering practical insights for agentic RAG optimization. The project homepage is
available at https://rag-gym.github.io/.

1 Introduction

Large language models (LLMs) often struggle with knowledge-intensive questions when lacking
sufficient or up-to-date domain knowledge, leading to inaccurate responses or hallucinations [97,
59, 28]. Retrieval-augmented generation (RAG) addresses this by grounding outputs in relevant
information from information retrieval (IR) systems, improving both accuracy and verifiability of
answers [42, 18]. Agentic pipelines such as ReAct [91] enhances conventional RAG by allowing
LLMs to actively generate search queries and interact with IR systems in multiple rounds, which has
been shown to be more effective in solving complex tasks that need multi-hop reasoning [91, 4, 65].
However, most existing agentic RAG methods focus on prompt engineering [73, 4, 31, 54], which
demands substantial manual effort and often fails to generalize across tasks [40, 70, 2].

Meanwhile, although various LLM post-training algorithms have been developed to enhance down-
stream performance, they are not directly suited for agentic RAG, where the model must dynamically
adjust its token-generation strategy in response to newly retrieved context during the reasoning
process. Recent works have adapted reinforcement learning with outcome-based rewards for agentic
RAG [69, 33, 8]. However, by overlooking process-level supervision, these approaches risk generat-
ing suboptimal intermediate search actions and exhibit limited generalization on unseen data. Given
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that the retrieval steps fundamentally shape the reasoning trajectory and ultimately influence the final
answer, providing fine-grained supervision over these intermediate steps is essential for optimizing
agentic RAG. Nevertheless, systematic analyses on how to optimize the language agent and identify
best practices for enhancing overall agentic RAG performance are still lacking.

In this work, we present RAG-Gym, a systematic framework that enhances agentic RAG along three
dimensions: prompt engineering, actor tuning, and critic training. We review and compare the func-
tional components of existing agentic RAG pipelines (see Table 1) and introduce a novel agent design
Re2Search that leverages reasoning reflection to improve performance. Our comprehensive experi-
ments across three widely used LLM post-training algorithms reveal that fine-grained, process-level
supervision substantially boosts performance, particularly when both positive and negative feedback
are integrated. Furthermore, we show that training a critic to evaluate intermediate steps yields
additional gains across diverse LLMs. By integrating these insights, our optimized Re2Search++
agent achieves superior performance than existing methods on challenging knowledge-intensive tasks
(+ 3.2%∼11.6% in average F1), especially on unseen datasets (+ 8.5%∼24.7%). We also discuss
reward sources as well as the training and inference scaling properties of agentic RAG, providing
practical guidelines for future optimization. Our key contributions are summarized as follows:

• We introduce RAG-Gym, a comprehensive framework that integrates advanced prompt engineering,
actor tuning, and critic training to enhance agentic RAG.

• Our extensive experiments uncover best practices across these dimensions and lead to the develop-
ment of the optimized agent Re2Search++, which consistently outperforms existing methods on
challenging knowledge-intensive tasks.

• We provide a detailed analysis of reward sources as well as training and inference scaling properties,
offering actionable insights for future advancements in agentic RAG.

2 RAG-Gym Framework

To facilitate fine-grained process-level supervision and systematic evaluation of optimization methods
for agentic RAG, we introduce the RAG-Gym framework. RAG-Gym formulates knowledge-intensive
question answering as a high-level MDP with well-defined intermediate actions, and provides a
modular approach for optimizing language agents across three key components. An overview of
RAG-Gym is presented in Figure 1.

2.1 Knowledge-intensive Question Answering as Markov Decision Process

While sequential token generation in LLMs can be modeled as an MDP [43, 49, 93], the integration
of interactions with the IR environment introduces complex and inconsistent state transitions across
agent architectures. To address this, we propose a hierarchical MDP formulation in RAG-Gym that
unifies diverse agentic RAG designs. At the high level, agentic RAG is represented as a sequence of
reasoning steps that interact with an IR system, while at the low level, each action involves sequential
token generation by LLMs. Below, we formally define the components of the high-level MDP.

States. For the agentic RAG process of a given question Q, we define the state st at time step
t to be a set consisting of the original question Q and the information-seeking history Ht. The
information-seeking history is a sequence of search queries q1, · · · , qt−1 and their corresponding sets
of retrieved documents D1, · · · , Dt−1, and is used to augment the agent’s knowledge for answering
the original question. The initial state is defined as s1 = (Q,H1), whereH1 is an empty set.

Actions. Although agents may employ various strategies to reason about the current state and generate
different token sequences, RAG-Gym standardizes these outputs by defining a common macro-action
space. At each time step t, the action at is either a search query or a predicted answer to the original
question. While the detailed generated token sequences may differ among agent designs, they must
always be semantically equivalent to a designated macro-action within the context of agentic RAG.

Environment. The high-level MDP environment in RAG-Gym is powered by an IR system, which
is central to the agentic RAG approach. At each time step t, if the agent’s action at is a search
query qt, the IR system returns a corresponding set of documents Dt. The state is then updated
from st = (Q,Ht) to st+1 = (Q, Ht ∪ {(qt, Dt)}). Conversely, if at predicts an answer to Q, the
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Figure 1: Overview of the RAG-Gym framework. RAG-Gym employs a modular design, comprising
prompt engineering, actor tuning, and critic training, to systematically optimize agentic RAG perfor-
mance. By leveraging all three components, RAG-Gym improves the F1 score of the ReAct agent on
HotpotQA from 41.09% to 60.19%.

episode terminates. To maintain stable and reproducible state transitions, the configuration of the IR
system (e.g., the number of returned documents) remains constant throughout.

Rewards. For the high-level MDP, the immediate reward for a state-action pair (st, at) is defined as
zero when at is a search query, and as the correctness of the predicted answer when at is an answer.
Moreover, by formulating knowledge-intensive QA as a high-level MDP, we can directly assess the
quality of intermediate actions, with process-level rewards derived from various sources (e.g., human
annotations, LLM evaluations, or rollouts). This enables both the evaluation of intermediate actions
and the fine-grained supervision of language agents through process-level feedback.

2.2 Systematic Optimization of Agentic Retrieval-augmented Generation

With the high-level MDP formulation, RAG-Gym optimizes the agentic RAG system through three
key components: (1) prompt engineering, which refines the language agent’s structure and operational
design; (2) actor tuning, which adjusts the LLM parameters to improve decision-making; and (3)
critic training, which develops an external verifier to assess the quality of generated macro-actions.

2.2.1 Prompt Engineering

The first aspect of optimizing agentic RAG is crafting effective prompts that guide the language
model in generating the appropriate actions. The system prompt defines the agent’s functional
capabilities when processing a given state. RAG-Gym summarizes the essential functions into six
distinct categories:

• Answer generation: The agent produces a final answer to the question.

• Question reasoning: The agent outlines reasoning steps before providing the answer.

• Retrieval augmentation: The agent incorporates retrieved content to enhance its answer.

• Query generation: The agent formulates queries to search for relevant documents.

• Document summarization: The agent condenses retrieved content to extract key information.

• Reasoning reflection: The agent reviews its reasoning to identify any unverified claims.
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While the first five components have already been employed in existing agent architectures, the final
component reasoning reflection is a novel addition by RAG-Gym. Inspired by recent advancements in
reasoning models in which the models can reflect on their own reasoning process for self-correction
[19], the newly introduced reasoning reflection directs the agent to scrutinize its reasoning process
and identify claims that are unsupported by the information seeking history, thereby linking search
query generation to answer reasoning to produce more precise and relevant queries.

Combining reasoning reflection with other existing components, we propose a new agent architecture
called Re2Search, which stands for Reasoning, Reflection, and Search. A Re2Search agent first
reasons about all available information to construct an answer to the original question. It then
reflects on its reasoning process to identify unverified claims that lack sufficient justification based
on available evidence. These unverified claims form the basis for generating the next search query
that is designed to retrieve the missing information required for constructing the answer. Table 1
summarizes the presence or absence of these components in several existing agent architectures,
including Direct, CoT [81], RAG [42], ReAct [91], Search-o1 [44], and our proposed Re2Search,
each enabling different LLM capabilities through prompting.

Table 1: A comparative overview of agent architectures based on their functional components.

Component Direct CoT [81] RAG [42] ReAct [91] Search-o1 [44] Re2Search
Answer Generation ✔ ✔ ✔ ✔ ✔ ✔
Question Reasoning ✗ ✔ ✔ ✔ ✔ ✔
Retrieval Augmentation ✗ ✗ ✔ ✔ ✔ ✔
Query Generation ✗ ✗ ✗ ✔ ✔ ✔
Document Summarization ✗ ✗ ✗ ✗ ✔ ✔
Reasoning Reflection ✗ ✗ ✗ ✗ ✗ ✔

2.2.2 Actor Tuning

The second aspect of optimizing agentic RAG is tuning LLM parameters to directly enhance reasoning
capability. Decomposing knowledge-intensive QA into intermediate steps, the high-level MDP in
RAG-Gym enables the targeted optimization of language agents by focusing on the generated action
at each step, reducing the task to standard text generation. This streamlines the training process and
facilitates the application of various LLM post-training algorithms to enhance agent performance.

Process Reward Data Collection. As discussed in our high-level MDP definition, the process reward
for intermediate actions can be derived from multiple sources, including human annotations, LLM
evaluations, or rollouts. In our implementation, we focus on collecting process reward data using
advanced LLMs such as GPT-4o [1]. Specifically, we sample trajectories from an untuned agent and
obtain process reward annotations from GPT-4o, while filtering out trajectories that do not result
in a correct final answer using the outcome reward. This strategy enables us to efficiently gather
high-quality process reward data, which is subsequently used to optimize the LLMs for agentic RAG.
Further details on alternative process reward sources can be found in Section 4.1, with additional
information about the data collection pipeline provided in Appendix E.

Process-based Training Algorithms.

Let D denote the process reward dataset, which consists of tuples (s, a+, a−), where s is a state, a+
is a preferred (high-quality) action, and a− is a less-preferred (lower-quality) action. Each action is
annotated based on the quality of the generated query or predicted answer. We assign the preference
label to the entire token sequence produced when reasoning about the state, thereby reducing process-
based actor tuning to a standard text generation problem. RAG-Gym implements and compares three
widely used LLM post-training algorithms:

• Supervised fine-tuning (SFT) [52]: This method uses high-quality intermediate actions to train
language agents by maximizing the log-likelihood of preferred actions (a+) conditioned on their
respective states s.

• Direct preference optimization (DPO) [56]: This approach employs a contrastive learning
framework that utilizes both preferred (a+) and unpreferred (a−) actions. The DPO objective
encourages the agent to increase the likelihood of preferred actions while decreasing that of
unpreferred actions.
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• Proximal policy optimization (PPO) [60]: This is an online reinforcement learning algorithm for
policy optimization. The collected data D is first used to train a process reward model rϕ(s, a).
PPO then optimizes the agent to maximize the process reward of newly generated actions, while
constraining policy updates to ensure stability.

2.2.3 Critic Training

The third aspect of optimizing agentic RAG involves training a critic, denoted as rϕ, to act as an
external evaluator of generated actions. The critic is designed to predict process rewards for a given
state-action pair (s, a). Its training objective employs a contrastive loss that distinguishes preferred
actions from less-preferred ones, following the preference modeling approach widely used in LLM
alignment and reward modeling [47, 52]:

Lcritic(ϕ) = −E(s,a+,a−)∼D

[
log σ

(
rϕ(s, a

+)− rϕ(s, a
−)

)]
, (1)

where σ is the sigmoid function and D denotes the process reward dataset containing both preferred
(a+) and less-preferred (a−) actions.

While process reward modeling has been studied in the context of math reasoning [62, 46], its appli-
cation to agentic RAG for knowledge-intensive question answering remains largely underexplored.
In RAG-Gym, our process-level critic is tailored to evaluate intermediate actions such as search
queries, rather than only final answers. This approach enables more fine-grained and actionable
feedback, facilitating the optimization of agentic RAG systems through process-level supervision.
Once trained, the critic provides targeted feedback on generated actions, guiding the language agent
to make decisions that are more likely to lead to successful outcomes.

3 Main Results

3.1 Experimental Settings

To assess the performance of various agents on knowledge-intensive QA tasks and evaluate the
benefits of different optimization methods in RAG-Gym, we consider four datasets that are both
knowledge- and reasoning-intensive, spanning general and medical domains. Specifically, we use
HotpotQA [90], 2WikiMultihopQA [21], and Bamboogle [54], which are popular multi-hop QA
datasets constructed from Wikipedia, as well as the MedQA dataset [34], which consists of medical
exam questions that require specialized domain knowledge and complex reasoning. Following prior
work [61], HotpotQA, 2WikiMultihopQA, and Bamboogle are evaluated using Exact Match (EM)
and F1 scores, while the multi-choice MedQA dataset is assessed with accuracy (Acc). We also
compute the average EM and F1 scores across different tasks, treating accuracy as equivalent to both
metrics in the multi-choice evaluation setting. For actor and critic training in RAG-Gym, 1k questions
were sampled from the HotpotQA and MedQA training sets for process reward data collection. To
test the generalizability of the tuned agents, 2WikiMultihopQA and Bamboogle were evaluated using
LLMs trained on HotpotQA. More implementation details can be found in Appendices C, E, H.

3.2 Performance Improvements by Prompt Engineering and Actor Tuning

Table 2 presents a performance comparison of various agents and their tuned versions using different
actor tuning algorithms in RAG-Gym. The results indicate that the Re2Search agent consistently
outperforms other agents in both zero-shot and actor-tuned settings. Furthermore, when comparing
Table 2 with Table 1, which details the functional components of each agent, it can be observed
that more components generally leads to improved performance. This observation validates the
effectiveness of the summarized functions in RAG-Gym, as well as the design of the Re2Search agent,
which incorporates all identified components, including our newly proposed reasoning reflection.
Additional case studies of our proposed Re2Search agent are provided in Appendices G.1 and G.2.

By comparing different process supervision approaches for actor tuning, we observe that process
supervision consistently enhances agent performance relative to the zero-shot learning (ZSL) baseline.
This improvement underscores the critical role of process supervision in refining agentic RAG.
Notably, for Direct, CoT, and RAG agents, where tuning focuses solely on answer generation, SFT
slightly outperforms both DPO and PPO. In contrast, for ReAct, Search-o1, and Re2Search agents,
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Table 2: Agent performance with Llama-3.1-8B backbone. Highest scores are bolded.

Method Agent
HotpotQA 2Wiki Bamboogle MedQA Average

EM F1 EM F1 EM F1 Acc EM F1

Zero-shot
Learning

Direct 21.10 27.93 24.10 27.68 9.60 14.89 61.82 29.16 33.08
CoT 27.10 35.17 25.70 30.08 37.60 49.50 69.60 40.00 46.09
RAG 38.30 48.57 32.00 36.91 22.40 33.73 66.85 39.89 46.51
ReAct 30.70 41.09 28.90 35.03 32.00 41.35 62.37 38.49 44.96

Search-o1 35.30 47.33 34.00 41.29 44.80 52.50 66.14 45.06 51.82
Re2Search 34.00 44.91 41.50 49.06 44.80 55.33 70.31 47.65 54.90

RAG-Gym

Supervised
Fine-tuning

Direct 22.80 31.67 28.00 33.17 20.00 27.21 63.63 33.61 38.92
CoT 26.50 35.60 27.30 32.10 42.40 53.89 69.68 41.47 47.82
RAG 41.50 52.26 38.00 42.74 28.80 40.76 67.79 44.02 50.89
ReAct 35.50 46.06 31.00 36.79 34.40 44.17 66.69 41.90 48.43

Search-o1 38.20 50.02 39.00 45.91 46.40 57.18 67.64 47.81 55.19
Re2Search 37.60 49.16 44.00 50.54 44.80 56.78 69.52 48.98 56.50

RAG-Gym

Direct
Preference

Optimization

Direct 20.80 28.79 25.20 29.45 12.00 20.67 62.37 30.09 35.32
CoT 26.30 35.06 28.20 32.84 40.80 51.67 71.33 41.66 47.73
RAG 38.00 49.38 37.60 42.88 28.80 39.57 67.79 43.05 49.91
ReAct 33.00 43.96 32.20 39.24 44.80 54.35 68.89 44.72 51.61

Search-o1 42.20 54.34 44.10 52.66 42.40 55.59 70.23 49.73 58.21
Re2Search 42.20 55.22 44.30 51.36 48.00 56.57 72.11 51.65 58.82

RAG-Gym

Proximal
Policy

Optimization

Direct 19.20 26.17 25.60 28.84 7.20 12.17 61.12 28.28 32.08
CoT 25.50 33.68 24.20 29.02 43.20 52.54 68.50 40.35 45.94
RAG 37.70 47.60 32.00 36.29 28.80 40.24 68.03 41.63 41.44
ReAct 35.80 47.56 33.20 40.06 36.80 46.79 67.32 43.28 50.43

Search-o1 38.30 50.24 32.60 39.34 50.40 59.92 70.15 47.86 54.91
Re2Search 38.40 50.30 41.40 48.06 49.60 62.06 71.72 50.28 58.04

where the tuning process also involves generating high-quality queries, DPO and PPO surpass
SFT, with DPO demonstrating a slight edge over PPO on most tasks. These findings highlight the
importance of utilizing both positive and negative samples during training, especially for agents that
require complex, multi-step reasoning with environmental feedback. Furthermore, the tuned agents
tend to generate more search queries during inference, as elaborated in Appendix F.

3.3 Performance Improvements by Critic Training

Figure 2 illustrates the performance improvements achieved through critic training. The label “With
Critic” indicates that an external critic evaluates 10 sampled actions at each step to select the best one.
In our experiments, all agents except for “Direct” consistently benefit from critic training. Moreover,
these performance gains transfer to actors using different LLMs. As shown in the figure, not only does
the original Llama-3.1-8B benefit from the trained critic, but both the DPO-tuned Llama-3.1-8B and
GPT-4o-mini also experience significant improvements across all datasets using the same critic. This
highlights the potential of employing trained critics as a plug-and-play module to enhance agentic
RAG performance, particularly for proprietary LLMs where direct fine-tuning is not feasible. A case
study of using trained critics during inference is provided in Appendix G.3.

3.4 Comparisons with Outcome Supervision Methods

Combining the findings from previous sections, we introduce Re2Search++, an optimized agent that
integrates the best choices from each optimization direction. Built on Re2Search and tuned with DPO
while utilizing a trained critic for action selection, Re2Search++ is evaluated against recent methods
such as Search-R1 [33] and R1-Searcher [69], which rely on outcome supervision via reinforcement
learning (RL) with over 8k training questions. As these methods primarily focus on general-domain
questions, we exclude MedQA from this evaluation for a fair comparison. Table 3 shows that
Re2Search++ achieves performance comparable to that of the RL-tuned agents on the datasets used
for their training (HotpotQA for Search-R1; HotpotQA and 2WikiMultihopQA for R1-Searcher),
while significantly outperforming them on unseen datasets and achieving the best performance on
average. This result underscores the overfitting issues of RL-based outcome supervision methods
and highlights the robustness and generalizability of Re2Search++ through its fine-grained process
supervision on intermediate steps.
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Figure 2: Performance improvements across various agents with critics.

Table 3: Comparison of Re2Search++ and other methods. Shading indicates in-domain model
performance. CEM represents the “Cover Exact Match” used in [69].

LLM Method
HotpotQA 2WikiMultihopQA Bamboogle Average

EM CEM F1 EM CEM F1 EM CEM F1 EM CEM F1

Llama
-3.1-8B

ReAct 30.70 38.40 41.09 28.90 38.00 35.03 32.00 36.80 41.35 30.57 37.73 39.16
Search-o1 35.30 43.80 47.33 34.00 45.80 41.29 44.80 48.80 52.50 38.03 46.13 47.04
R1-Searcher 44.90 50.40 56.88 48.70 51.30 54.24 38.40 40.80 53.21 44.00 47.50 54.78

Re2Search++ 46.50 57.80 60.19 48.90 60.50 56.85 55.20 63.20 66.37 50.20 60.50 61.14

Qwen
-2.5-7B

ReAct 36.00 40.10 45.84 38.60 44.50 45.02 35.20 38.40 44.94 36.60 41.00 45.27
Search-o1 40.70 46.60 52.15 38.90 46.20 45.79 40.80 44.80 52.91 40.17 45.87 50.28
Search-R1 44.90 49.40 57.30 43.90 47.80 50.07 40.80 41.60 51.69 43.20 46.27 53.02
R1-Searcher 46.80 53.70 59.61 48.80 55.00 55.36 44.80 48.00 54.01 46.80 52.23 56.33

Re2Search++ 44.40 50.30 56.47 47.00 56.50 54.35 52.94 56.30 63.51 48.11 54.37 58.11

4 Analysis and Discussion

4.1 Comparison of Different Reward Sources

As discussed in Section 2, the process reward can be collected from different sources. This section
focuses on the evaluation of the effectiveness of these sources in guiding the agent’s action selection
toward correct answers, as well as their alignment with human preferences, which are often considered
to have the highest quality for process annotation [98]. Specifically, we compare the GPT-4o
annotations with Llama-3.1-8B, as well as the rollout-based annotations using Math-Shepherd [77].
We collect process annotations from human experts on MedQA to examine the alignment between
the trained reward models and human preferences.

Table 4: Comparison of various reward sources. ORM/PRM denotes the outcome/process reward
model. Outcome sources are labeled for PRMs due to the trajectory filtering in RAG-Gym.

Type Outcome
Source

Process
Source

HotpotQA
(EM / F1)

2Wiki
(EM / F1)

Bamboogle
(EM / F1)

MedQA
(Acc / Agree)

ORM Truth – 41.10 / 53.35 47.70 / 55.59 43.20 / 57.46 66.77 / –
PRM (Random) – – 32.20 / 42.83 35.70 / 42.00 38.40 / 47.86 68.26 / 50.00
PRM (Rollout) Truth Rollout 39.60 / 51.85 42.94 / 49.57 48.80 / 56.05 68.34 / 71.03
PRM (Llama) Truth Llama-3.1-8B 40.30 / 51.74 40.70 / 48.22 44.80 / 54.36 68.50 / 65.99
PRM (GPT) Truth GPT-4o 44.10 / 56.84 50.20 / 57.94 51.20 / 63.15 71.96 / 85.85
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The results are shown in Table 4. The reward model trained with GPT-4o annotations delivers the
highest performance across all datasets, effectively providing accurate, fine-grained process rewards
for agent optimization. Moreover, it exhibits the best alignment with human preferences, achieving
an agreement rate of 85.85% with human annotators. In contrast, although rollouts and Llama-3.1-8B
annotations improve action selection relative to a process reward model with random selections, they
are generally less effective than GPT-4o annotations and sometimes even bring inferior outcomes on
general-domain questions. This result underscores the limitations of current rollout-based methods,
originally designed for math reasoning, in the context of complex reasoning and search tasks, and
highlights the need for tailored approaches in agentic RAG.

4.2 Training Time Scaling

For the evaluation of training sample size and its impacts on the performance of Re2Search agents,
we conducted experiments using critics trained on varying numbers of instances, ranging from 250 to
1000 questions. The results, presented in Figure 3, show how the agent’s performance scales with
the availability of more training data across four datasets. In general, the performance of Re2Search
improves with an increasing number of training samples, but the gains tend to converge as the sample
size grows. Notably, there is a sharp improvement in F1 scores on HotpotQA, 2WikiMultihopQA,
and Bamboogle when comparing the ZSL baseline to process reward models trained on 250 samples,
showing that even a small amount of process reward data can yield significant performance gains.
However, the improvements become less pronounced on HotpotQA and 2WikiMultihopQA when
increasing the training samples from 500 to 1000, indicating diminishing returns as the model
approaches a saturation point in its learning from additional data.
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Figure 3: Performance of Re2Search agents with critics trained on different numbers of samples.

For MedQA, which involves complex reasoning and information-seeking tasks requiring domain-
specific knowledge, a different trend is observed. With only 250 training samples, the performance
slightly drops below the ZSL baseline, highlighting the challenges of capturing intricate domain-
specific processes with limited training data. As the sample size increases, however, the performance
gradually recovers and eventually surpasses the ZSL baseline, achieving the highest accuracy of
71.72% with 1000 samples. This underscores the importance of sufficient training data in capturing
the nuanced reasoning and query-generation processes required for specialized tasks.

4.3 Inference Time Scaling

Since trained critics optimize action-taking by identifying high-quality actions from the generated
candidates during inference, we explored how the agent performance changes with the increasing
number of sampled actions at each time step. Figure 4 displays the results of our inference time
scaling study, with Re2Search as the tested agent. We observe a consistent trend across multiple
benchmarks, where increasing the number of sampled actions generally improves performance.
Specifically, for HotpotQA and Bamboogle, the F1 score continues to rise as more actions are
sampled, demonstrating the benefits of expanding the candidate set to enable better action selection at
each step. However, performance gains gradually diminish, indicating that the agent reaches a point
where additional sampled actions contribute less to improvement. This suggests that while action
sampling is beneficial, there is a limit to how much additional sampling enhances decision-making.
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Figure 4: Performance of Re2Search agents with different numbers of actions sampled per step.

5 Related Work

5.1 Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) has emerged as a powerful paradigm for enhancing large
language models (LLMs) on knowledge-intensive tasks. A typical RAG framework comprises two
core components: a retriever, which selects relevant documents from a large corpus, and a generator,
which synthesizes information from these documents to produce coherent and contextually appropriate
responses [42, 18, 9]. RAG has demonstrated strong performance across diverse domains, including
open-domain question answering [37, 25, 7, 88, 63], fact-checking [78, 66], and summarization
[3]. Subsequent research has focused on improving both the retriever’s ability to select relevant
documents [95, 51, 89, 30, 32] and the generator’s capacity to effectively utilize retrieved information
[15, 82, 80], thereby boosting overall system performance [26, 96, 36, 94]. Nevertheless, most RAG
pipelines still rely on a single retrieval step, which can be inadequate for complex queries that require
synthesizing information from multiple sources.

5.2 Multi-hop Question Answering

Multi-hop question answering (QA) tasks require systems to synthesize information from multiple,
diverse sources to produce accurate answers [90, 21]. These tasks highlight the limitations of
conventional RAG architectures, where a single retrieval step often fails to capture the comprehensive
context needed for complex queries. To address this, language agents such as ReAct [91, 73, 4, 31, 54]
have been proposed, interleaving reasoning and retrieval to dynamically accumulate relevant evidence
[57, 79, 38, 61], which has shown promise in improving LLM performance [76, 64, 92, 27, 29].
However, most of these methods still rely heavily on prompt engineering, which can be fragile and
may not effectively optimize language agents for knowledge-intensive tasks [40, 70, 2]. Recent
studies have explored reinforcement learning (RL) to optimize language agents for multi-hop QA
[69, 33, 8, 17, 55], but these approaches risk generating suboptimal intermediate search actions and
show limited generalization to unseen data, as demonstrated in our experiments. Other concurrent
work investigates process-level supervision [22, 12, 45, 71], but typically focuses on specific agent
architectures and a narrow set of supervision methods, offering limited insight into the systematic
optimization of language agents.

5.3 Post-training of Large Language Models

Beyond the foundational knowledge acquired during pre-training, post-training methods are essential
for refining Large Language Models (LLMs) and aligning them with specific downstream tasks and
desired behaviors. Supervised Fine-Tuning (SFT) adapts models using curated instruction-response
pairs to promote task-specific capabilities [52, 10]. While SFT enhances instruction-following,
further alignment with nuanced human preferences is often achieved through Reinforcement Learning
from Human Feedback (RLHF) [52, 6, 5], typically implemented via Proximal Policy Optimization
(PPO) [60]. More recently, critic-free approaches such as Direct Preference Optimization (DPO)
have emerged as streamlined alternatives [56, 50, 14, 87], directly optimizing the LLM policy based
on reward annotations and bypassing the need for a separately trained reward model. Although
these techniques bring strong gains on text generation benchmarks, their integration into agentic
RAG pipelines, where models must dynamically interact with retrieval systems and adapt reasoning
strategies to evolving contexts, remains underexplored.
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6 Conclusion

This work presents RAG-Gym as a unified and extensible framework for systematically optimizing
agentic RAG along the axes of prompt engineering, actor tuning, and critic training. Through
extensive empirical analysis, we demonstrate that integrating reasoning reflection, process-level direct
preference optimization, and critic-guided inference yields substantial improvements over existing
approaches. We hope RAG-Gym will serve as a foundation for further advances in robust, adaptive,
and interpretable retrieval-augmented language agents.
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A Limitations and Future Work

Despite the strengths of RAG-Gym, several limitations remain. First, our framework relies on
high-quality process reward judgments to supervise intermediate agent actions. Obtaining such
fine-grained annotations for complex reasoning or domain-specific scenarios can be challenging.
Second, as with other reward modeling approaches, there is an inherent risk of reward hacking: agents
may learn to exploit imperfections or biases in the reward model, optimizing for the reward signal
rather than genuine task performance [67, 16]. Third, while our experiments focus on knowledge-
intensive question answering, the generalizability of RAG-Gym to other task types (e.g., dialogue,
summarization, or planning) remains to be systematically evaluated.

While RAG-Gym serves as a pilot study of when and how process supervision works for agentic
RAG, several promising directions remain for future work. First, developing more scalable and
cost-effective annotation strategies for process reward modeling is essential, especially for complex or
specialized domains. Since existing rollout-based methods such as Math-Shepherd [77] did not yield
significant gains in our experiments (Table 4), new approaches are needed to facilitate efficient and
high-quality process reward collection. Second, the design and training of process reward judges can
be further refined to improve robustness and reduce susceptibility to reward hacking. Third, extending
RAG-Gym to a broader range of agentic tasks beyond knowledge-intensive question answering such
as dialogue will help assess its generalizability and reveal new challenges, particularly in settings
where outcome rewards are ambiguous and process supervision is even more critical.

B Broader Impacts

RAG-Gym systematically evalutes different optimization approaches for retrieval-augmented lan-
guage agents, which has the potential for wide-ranging societal benefits and risks. By enabling
high-quality intermediate steps with process-level supervsion, our framework can improve the relia-
bility of AI assistants in knowledge-intensive domains such as education [72, 41], healthcare [48, 86],
scientific research [20, 39, 68], and legal analysis [83, 53]. Also, process-level actor tuning and
critic-guided inference may help reduce hallucinations and increase transparency, supporting more
trustworthy AI deployments.

However, these advances also raise important considerations. The reliance on high-quality process
reward annotations may introduce biases if the annotation sources are not representative or contain
systematic errors. Reward hacking remains a risk, as agents may learn to exploit weaknesses in the
reward model, potentially leading to unintended behaviors or misinformation.

C Dataset Descriptions

In this section, we provide detailed descriptions of the datasets used in our experiments, including
HotpotQA [90], 2WikiMultihopQA [21], Bamboogle [54], and MedQA [34].

HotpotQA. HotpotQA is a large-scale, multi-hop question-answering dataset that requires rea-
soning across multiple documents. It consists of questions that explicitly demand retrieving and
synthesizing information from different sources. The dataset provides both distractor and supporting
documents, allowing evaluation of models’ ability to filter relevant information effectively. As the
answers to the test questions in HotpotQA are not publicly available we took a subsample from its
validation set (7,405 instances) as previous research did [91, 44]. The last 1,000 validation questions
were selected for the agent evaluation on HotpotQA. The first 1,000 questions were used as the
training data for process supervision.

2WikiMultihopQA. 2WikiMultihopQA is another multi-hop question-answering dataset con-
structed from Wikipedia. 2WikiMultihopQA focuses on high-quality reasoning paths by selecting
supporting documents more systematically. The dataset contains questions that require reasoning
across different Wikipedia pages, ensuring a diverse range of factual and inferential challenges. The
last 1000 questions in the development set (12,576 question in total) were used for agent evaluation.

Bamboogle. Bamboogle is a manually constructed dataset designed to evaluate compositional
reasoning and adversarial robustness. It consists of 2-hop questions written by researchers, where
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both supporting facts exist in Wikipedia but are structured to be challenging for retrieval-based
systems. Unlike automatically generated datasets like 2WikiMultihopQA and Musique, Bamboogle
questions do not follow fixed templates, increasing their variability. We used the whole test set with
125 questions for the evaluation of agents on Bamboogle.

MedQA. MedQA is a medical question-answering dataset sourced from professional medical
exams such as the USMLE (United States Medical Licensing Examination). It requires domain-
specific knowledge and reasoning to answer multiple-choice medical questions. We focused on the
English split of MedQA with 1,273 USMLE-style test questions. A subset of 1,000 questions was
sampled from the training set (10,178 questions) for the optimization of various agents.

D Baseline Descriptions

Here are the detailed descriptions of various baseline agents that we implemented in the experiments.

Direct. The Direct agent represents the simplest baseline, where the language model is prompted
to output the predicted answer immediately, without any explicit intermediate reasoning or search
steps. This approach tests the model’s ability to answer questions in a single step, relying solely on
its internal knowledge and without leveraging external retrieval or multi-step reasoning.

CoT [81]. The Chain-of-Thought (CoT) agent encourages the model to generate a step-by-step
reasoning process before producing the final answer, but still does so in a single iteration. The agent
is prompted to articulate its reasoning explicitly, which can help with complex questions by making
the model’s thought process transparent and potentially improving answer accuracy. However, CoT
does not incorporate external retrieval or iterative search.

RAG [42]. The Retrieval-Augmented Generation (RAG) agent augments the language model with a
retrieval step. At the first iteration, the agent issues the original question as a search query to retrieve
relevant documents. In the subsequent step, it reasons about the updated state, which includes the
retrieved information, and generates a predicted answer. This approach leverages external knowledge
but does not perform multi-hop or iterative search.

ReAct [91]. The ReAct agent combines reasoning and acting by allowing the model to interleave
natural language reasoning with actions, such as issuing search queries or providing answers. At each
step, the agent reasons about the current state and decides whether to search for more information or
to answer the question. This enables multi-step, interactive information-seeking and supports more
complex reasoning chains.

Search-o1 [44]. The Search-o1 agent extends the ReAct framework by introducing a knowledge
summarization step before reasoning. For each search query, the agent reasons about the retrieved
documents and briefly summarize the useful information as the direct answer to the search query,
forming query-answer pairs that are used as input for subsequent reasoning steps. This approach
replaces the use of raw documents with structured summaries, potentially improving reasoning
efficiency. Search-o1 can be viewed as a special case of ReAct where retrieval is performed via RAG
and the agent operates on summarized knowledge rather than full documents.

E Implementation Details

In our experiments, we selected Llama-3.1-8B-Instruct [13] as the base LLM for the implementations
of various language agents, due to its context length of 128k tokens and its availability of open-source
parameters. The critic is also trained based on the same Llama-3.1-8B-Instruct, same as the actor.
We involved GPT-4o-mini and Qwen-2.5-7B-Instruct to show the transferability of the trained critic
(Figure 2) and the generalizability of RAG-Gym (Table 3) to other LLMs.

E.1 Details of Process Data Collection

To evaluate intermediate reasoning and search steps in RAG-Gym, we design a process reward
function that assesses queries based on three key criteria:
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• If the retrieval history already contains sufficient information, answering should be the preferred
action instead of searching further.

• Queries should also be precise, actionable, and foundational to solving the question while avoiding
unnecessary details.

• Queries should introduce new, useful information rather than repeating past searches.

These criteria ensure that queries are efficient, targeted, and contribute meaningfully to constructing
the final answer.

The data collection pipeline begins with trajectory sampling, where the language agent generates a se-
quence of actions based on its current policy. At each step in the trajectory, multiple candidate actions
are proposed, and the best action is selected according to predefined evaluation criteria. To streamline
the annotation process and ensure consistency, we employ a ranking-based evaluation framework
rather than assigning numerical scores. The selected action is then executed, and the trajectory
transitions to the next state. This process is repeated iteratively until the trajectory terminates.

To ensure quality, only sampled trajectories that result in a correct final answer are retained, as
determined by the outcome reward. This filtering guarantees that the selected actions not only align
with the process reward criteria but also contribute to successful task completion. To address the
challenges of slow and costly human annotation, we leverage LLMs such as GPT-4o to annotate
the sampled trajectories. As demonstrated in our experiments (Table 4), annotations generated by
GPT-4o exhibit high reliability, closely aligning with domain expert judgments. This approach
enables scalable and efficient data collection, making it feasible to gather high-quality process reward
data at scale.

Figure 5: Pipeline of the process data collection in RAG-Gym. Process reward data is collected by
randomly sampling action candidates at each time step and using an external annotator (e.g., GPT-4o)
to select the best one. The episode is terminated when the agent generates a final answer.

For the implementation of the IR environment, we select Wikipedia as the supporting corpus for the
retrieval of relevant information for questions from HotpotQA, 2WikiMultihopQA, and Bamboogle.
For the environment of solving MedQA questions, we use a combination of medical textbooks and
StatPearls which were pre-processed in MedRAG [85]. For all tasks, we used both lexical and
semantic retrievers whose results were merged with Reciprocal Rank Fusion [11]. BM25 [58] and
BGE-Base [84] were used for HotpotQA, 2WikiMultihopQA, and Bamboogle, while in MedQA, we
selected BM25 and MedCPT [35]. A set of 32 documents will be retrieved for each search query.

E.2 Details of LLM Post-training

For the actor tuning, we employed Low-Rank Adaptation (LoRA) [23] in the implementaion of
supervised fine-tuning (SFT) [52] and direct preference optimization (DPO) [56] [60] with r = 256
and alpha = 512 on all attention components in the transformers architecture [74]. SFT and DPO

19



were implemented using the TRL package [75]. For proximal policy optimization (PPO), we used
the OpenRLHF package [24] with full-parameter tuning. Detailed hyperparameter settings for SFT,
DPO, and PPO can be found in our source code. For the tuning of Search-o1 and Re2Search agents,
only the LLM for action reasoning is trained while the one for history knowledge summarization
remains untuned.

E.3 Details of LLM Inference

All results of zero-shot learning (ZSL), supervised fine-tuning (SFT), direct preference optimization
(DPO), and proximal policy optimization (PPO) are generated with a temperature of 0.0. For the
evaluation of agents with a critic, we employed a temperature of 1.0 with 10 different actions sampled
for each step in the information-seeking trajectory. Algorithm 1 presents our algorithm of using the
trained process reward model to guide the action selection during inference. All experiments were
conducted on NVIDIA A100 and A6000 GPUs.

Algorithm 1 PRM-Guided Inference with Best-of-N Selection
1. Input: Original question Q, actor πθ, critic rϕ, number of candidate actions N , maximum steps

T , information retrieval function IR.
2. Initialize state S ← (Q,H1 = ∅).
3. For t = 1 to T :

(a) Generate N candidate actions: aq, · · · , aN ∼ πf(θ)(·|S).
(b) Compute process rewards and select the best action: a∗ ← argmaxa∈{a1,··· ,aN} rϕ(S, a).
(c) If a∗ is a search query:

i. Retrieve documents: D ← IR(a∗).
ii. Update state: S ← (Q,Ht+1 = Ht ∪ {(a∗, D)}).

(d) If a∗ is a final answer:
i. Return a∗ and terminate the process.

4. End For

F Study on the Number of Search Queries

In addition to the results presented in Table 2, we further analyzed the number of search queries
generated by Re2Search agents across different datasets. Table 5 reports the minimum, maximum,
and mean number of search queries issued. The maximum value is capped at 10, reflecting the upper
limit of iterations allowed per question in our experiments. The results show that tuned agents (SFT,
DPO, and PPO) consistently generate more search queries than the zero-shot agent (ZSL), indicating
that fine-tuning encourages more extensive information-seeking behavior, which aligns with their
improved performance.

Table 5: Minimum, maximum, and mean number of search queries generated by Re2Search agents
for each dataset.

HotpotQA 2Wiki Bamboogle MedQA

Min Max Mean Min Max Mean Min Max Mean Min Max Mean

ZSL 0.0 9.0 1.5 0.0 9.0 3.4 0.0 9.0 1.0 0.0 9.0 0.4
SFT 0.0 9.0 2.1 0.0 9.0 3.8 0.0 9.0 1.9 0.0 9.0 0.6
DPO 0.0 9.0 3.2 0.0 9.0 4.5 0.0 9.0 3.4 0.0 9.0 2.2
PPO 0.0 9.0 4.6 0.0 9.0 5.6 0.0 9.0 2.7 0.0 9.0 5.6
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G Case Studies

G.1 Comparison of Agent Designs on Bamboogle

We analyze the reasoning and search behaviors of RAG, ReAct, Search-o1, and Re2Search using an
example from the Bamboogle dataset. As shown in Figure 7, given the question “What was the father
of the last surviving Canadian father of Confederation?", the three agents show distinct behaviors
when generating the first action.

The RAG agent directly passes the question as a search query without decomposition, relying entirely
on retrieval to infer the answer. This often leads to ineffective searches that fail to retrieve necessary
intermediate facts. ReAct and Search-o1 improve upon this by engaging in stepwise query reasoning,
first identifying the need to determine the last surviving Canadian father of Confederation before
issuing a search query. However, the generated query, “List of Canadian fathers of Confederation”,
retrieves broad information rather than directly resolving the missing knowledge.

In contrast, Re2Search explicitly integrates answer reasoning with search. It first constructs a potential
answer, identifying an unverified claim that William Lyon Mackenzie King is among the last surviving
Canadian fathers of Confederation. Recognizing the missing evidence, it formulates a targeted query,
“Who is the last surviving Canadian father of Confederation?”, to resolve the uncertainty. This
approach ensures that retrieval is aligned with answer construction, minimizing unnecessary queries
and improving information efficiency. The case study illustrates how Re2Search effectively refines
the search process by linking query generation to specific knowledge gaps.

answer reasoning  & reflection

(a) RAG (b) ReAct / Search-o1 (c) Re Search

1.  Need to identify the
last surviving Canadian
father of Confederation.

2.  Start by searching for
the list of Canadian

fathers of Confederation.

Query: List of Canadian
fathers of Confederation

1. William Lyon
Mackenzie King is among
the last Canadian father

of Confederation

2. Mackenzie King's
father was James

Mackenzie

Query: Who is the last
surviving Canadian father

of Confederation?

Question: What was the father of
the last surviving Canadian

father of Confederation?

Question: What was the father of
the last surviving Canadian

father of Confederation?

Question: What was the father of
the last surviving Canadian

father of Confederation?

Query: What was the
father of the last surviving

Canadian father of
Confederation?

query reasoning

step 1

step 2

step 1

step 2

query generation query generation

direct pass

Figure 6: Comparison of different agent architectures in handling a multi-hop question from Bam-
boogle.

G.2 Comparison of Agent Designs on MedQA

Similarly, when presented with a complex medical question from MedQA, the distinct approaches of
the agents are evident. The RAG agent, as before, directly uses a truncated version of the lengthy
input as its search query, which is unlikely to yield specific, actionable information. ReAct and
Search-o1 engage in query reasoning, first hypothesizing that these symptoms suggest a possible
diagnosis of serotonin syndrome and then deciding to search for information on the treatment of
serotonin syndrome. While this is more targeted than RAG, Re2Search demonstrates a more refined
process by engaging in answer reasoning and reasoning reflection. It posits that the symptoms are
suggestive of a cholinergic syndrome. Recognizing the need to confirm the relationship between the
patient’s existing conditions and the suspected syndrome, it generates a highly specific query about
the relationship between constipation, fibromyalgia, and cholinergic syndrome. This demonstrates
Re2Search’s ability to align its search strategy with the nuances of constructing a well-supported
answer, thereby improving the precision of its information retrieval in a complex diagnostic scenario.
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(a) RAG (b) ReAct / Search-o1
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a possible diagnosis of
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Query: What is the relationship
between constipation,

fibromyalgia, and cholinergic
syndrome?

Question: A 25-year-old man with a past medical history of constipation and fibromyalgia ... generalized
malaise and severe diarrhea ... rhinorrhea, lacrimation, and piloerection ... pupils are dilated ... scars are
noted in the antecubital fossa ... Which could be an appropriate treatment for this patient's symptoms?

Query: A 25-year-old man ...

query reasoning

step 1

step 2

answer reasoning  & reflection

step 1

step 2

query generation query generation

direct pass
we need to search for

information on the
treatment of serotonin
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the most appropriate
treatment ... an
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(c) Re Search

Figure 7: Comparison of different agent architectures in handling a multi-hop question from MedQA.

G.3 Critic-Guided Action Selection in MedQA

To illustrate how the trained critic improves decision-making, we examine a case from the MedQA
dataset (Table 6). The model is tasked with identifying the mechanism of action of the most likely
anti-diabetic medication for a 60-year-old patient presenting with symptoms indicative of fluid
overload.

For the generation of the first action, the agent initially generates a broad and less actionable query
about heart failure, which, while relevant, does not directly contribute to identifying the correct
medication. Meanwhile, it also provides another candidate action with the query “What are common
classes of oral anti-diabetic medications?", which leads to retrieving a structured list of relevant drug
categories. The process reward model estimates the quality of these two candidates and identifies the
second candidate as the better action.

As the reasoning progresses, the process reward model continues to refine action selection, identifying
the best queries to resolve missing information efficiently. The rewarded queries ultimately guide
the agent toward correctly inferring that the medication is most likely to be Biguanides (metformin),
which acts by increasing gene expression of GLUT-4. This case demonstrates how process reward
models enhance decision quality by selecting queries that effectively bridge knowledge gaps, leading
to more precise reasoning and higher answer accuracy.

H Prompt Templates

We provide structured prompt templates for history knowledge summarization and action generation
in our proposed Re2Search agent. The template in Figure 8 ensures that retrieved documents are
summarized concisely and factually for follow-up queries. Figure 9 shows the prompt template used
by Re2Search to align the answer construction with query formulation. The prompt of using GPT-4o
for process reward data annotation is presented in Figure 10.
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Table 6: An example of how PRM helps identify high-quality actions that lead to correct answers.
The unverified claims in the presented example are highlighted.

MedQA Question

Question: A 60-year-old woman presents to a physician for worsening shortness of breath and increasing
abdominal distention over the last 3 months. She says that the shortness of breath is worse on exertion and
improves with rest. While she could previously walk to the nearby store for her groceries, she now has to
drive because she gets ”winded” on the way. The patient was diagnosed with diabetes 5 years ago and is
compliant with her medications. The medical history is otherwise unremarkable. The physical examination
reveals gross ascites and visibly engorged periumbilical veins. Bilateral pitting edema is noted around
the ankles. The finger-prick blood glucose level is 100 mg/dL. What is the mechanism of action of the
anti-diabetic medication this patient is most likely taking? A. Binding to the alpha subunit of the insulin
receptor, B. Closure of ATP-sensitive K-channels in the pancreatic beta-cell, C. Increased gene expression of
GLUT-4, D. Glucagon-like peptide-1 receptor agonist
Answer (invisible): C

Action 1
[Candidate 1 – Reasoning] ...
[Candidate 1 – Action]
Query: What is the primary concern with the patient’s condition, specifically whether heart failure is
confirmed based on symptoms and physical examination findings? l
[Candidate 2 – Reasoning]
1. The patient presents with worsening shortness of breath, increasing abdominal distention, and gross
ascites. These symptoms, along with visibly engorged periumbilical veins and bilateral pitting edema, are
indicative of fluid overload and congestive heart failure.
2. The patient’s history of diabetes, which is compliant with medication, suggests that her anti-diabetic
medication is likely a type of oral hypoglycemic agent rather than insulin.
3. Considering the patient’s age (60 years) and symptoms, it is unlikely that she is taking a glucagon-like
peptide-1 (GLP-1) receptor agonist, which is typically used in younger patients with type 2 diabetes and has
a different side-effect profile.
4. With the remaining options, ’Binding to the alpha subunit of the insulin receptor’ and ’Closure of
ATP-sensitive K-channels in the pancreatic beta-cell’, we can narrow down the possibilities. ’Binding to the
alpha subunit of the insulin receptor’ is more characteristic of insulin receptor agonists or insulin itself, which
is unlikely given the patient’s age and the oral nature of her medication. Therefore, ’Closure of ATP-sensitive
K-channels in the pancreatic beta-cell’ is the most plausible mechanism of action.
5. This mechanism is consistent with the sulfonylureas class of medications, which are commonly used in
patients with type 2 diabetes.
[Candidate 2 – Action]
Query: What are common classes of oral anti-diabetic medications? m

Environment Feedback 1
[+ Documents]
Common classes of oral anti-diabetic medications include: 1. Sulfonylureas, 2. Dipeptidyl Peptidase IV
(DPP IV) inhibitors (gliptins), 3. Thiazolidinediones, 4. Meglitinides, 5. Sodium-glucose co-transporter 2
(SGLT 2) inhibitors, 6. Alpha-glucosidase inhibitors, 7. Biguanides (metformin).

Action 2
[Candidate 1 – Reasoning] ...
[Candidate 1 – Action]
Query: Is metformin commonly prescribed for type 2 diabetes and known to cause lactic acidosis as a side
effect? l
[Candidate 2 – Reasoning] ...
[Candidate 2 – Action]
Query: What is the mechanism of action of Biguanides (metformin)? m

Environment Feedback 2
[+ Documents]
The mechanism of action of Biguanides (metformin) is to activate the enzyme AMP-activated protein kinase
(AMPK) and reduce hepatic glucose production.

Action 3
[Candidate 1 – Reasoning] ... [Candidate 1 – Action] Answer: B l
[Candidate 2 – Reasoning] ... [Candidate 2 – Action] Answer: C m
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Prompt template for history knowledge summarization in Search-o1 and Re2Search

You are a helpful assistant tasked with answering a follow-up query using the relevant
documents provided.

### Relevant Documents
{{documents}}

### Context
Original question: {{question}}

### Follow-up Query
{{query}}

Answer the follow-up query succinctly, using only the information from the documents. When
the documents do not provide sufficient information, explicitly point this out instead of making
up facts. Do not include unrelated or excessive details in the response.

Figure 8: Template used for history knowledge summarization in Search-o1 and Re2Search.

Prompt template for generating actions using the Re2Search agent

You are a helpful assistant. Your task is to answer a given question following user instructions.’

### Information-seeking History
{{history}}

### Original Question
{{question}}

Your output must include three sections:
1. **### Step-by-step Reasoning**:
- Think step-by-step and then answer the question.

2. **### Unverified Claim Identification**:
- Identify if there are claims in the step-by-step reasoning section that are not grounded in the
information-seeking history section.
- If yes, summarize the first piece of missing information as an atomic query to search in an
external knowledge base.
- If no, clearly state that no further query is needed.

3. **### Structured Output**:
- Present your predicted answer and generated query (if applicable) in the following JSON
format:
“‘json
{
“predicted_answer": “Provide a single letter (for multiple-choice questions), digit, word, or
short phrase here.",
“generated_query": “Provide an entity, question, or statement to be searched in an external
knowledge base. Output \“None\" if no query is generated.",
}
“‘

Figure 9: Template used to generate actions for the Re2Search agent.
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Prompt template for ranking candidate actions with GPT-4o

You are a decision-evaluation assistant. Your task is to rank the proposed actions from the
most appropriate to the least appropriate as the next step in a sequential decision-making
process aimed at solving a given question.

### Original Question:
{{question}}

### Information-Seeking History:
{{curr_history}}

### Proposed Next Actions:
{{actions_text}}

### Important Assumption
The agent has no prior knowledge about the subject matter. It must rely solely on the
information-seeking history provided to evaluate and answer the original question. Assump-
tions not explicitly supported by the history must not influence the ranking of proposed actions.

### Evaluation Criteria for Appropriateness
1. **Sufficiency Check**:
- Determine whether the available information is sufficient to directly answer the original
question. If not, the proposed action to “Answer” is inappropriate.
- Prioritize queries that gather specific, missing information essential to solving the question.
- If the history already contains all necessary information, then “Answer” is the most
appropriate action, and the correct answer should be ranked highest.

2. **Utility Check**:
- Queries must be precise, actionable, and directly relevant to solving the question.
- Prioritize foundational queries that establish critical context or general knowledge necessary
for more specific follow-ups.
- Rank overly narrow or prematurely specific queries lower if they presume knowledge not yet
available.
- Avoid irrelevant queries that do not contribute to solving the original question.

3. **Redundancy Check**:
- Queries that duplicate information already covered in the history or repeat previous queries
should be ranked lower.
- Proposed actions must add new value to the decision-making process by seeking new or
clarifying missing information.

### Expected Output Format
- Output the indices of the ranked actions in JSON format: “‘json{“ranked_indices”: [list of
indices]}”’.
- Rank actions from most appropriate to least appropriate based on the evaluation criteria
above.
- Do not provide additional explanations or reasoning.”’

Figure 10: Template used by GPT-4o to rank action candidates given the state.
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